PAGE  

[image: image1.wmf]
CASCADE

Cascade B-STDX Congestion Control

White Paper

Copyright ( 1996
Cascade Communications Corporation
Westford, MA
All Rights Reserved

TABLE OF CONTENTS

3

1. Introduction

2. Definitions
3


3. B-STDX Congestion Control
4


3.1 Rate Enforcement
5


3.1.1 Overview
5


3.1.2 Implementation
5


3.2 Congestion Avoidance  and Congestion Recovery
5


3.2.1 Thresholds and congestion states
5


3.2.2 Closed Loop Congestion Control
6


3.2.3 Reaction in various congestion states
7


3.3 Configrrable Parameters
8


3.4 Default Values for Congestion Thresholds
8


3.4.1 Low Speed I/O Modules
8


3.4.2 High Speed I/O Modules
10


3.5 Maximum Threshold Values
10




1. Introduction

This paper presents an overview of the Congestion Control algorithms implemented in the Cascade BSTDX 9000/8000 switches. The Cascade Congestion Control algorithms are designed to embrace and implement the CCITT, ANSI and Frame Relay Forum standards and the design intent of those standards. The algorithms are used to:

SYMBOL 183 \f "Symbol" \s 10 \h 
enforce subscribed data rates for each active PVC

SYMBOL 183 \f "Symbol" \s 10 \h
detect and avoid the onset of congestion in a node

SYMBOL 183 \f "Symbol" \s 10 \h
recover from congestion in a node

2. Definitions

Committed Burst Size (Bc)
The maximum number of bits, during time interval Tc, the network agrees to accept under normal conditions. Bc is defined for each PVC. 

Committed Information Rate (CIR)

The rate at which the network agrees to transfer data under normal conditions. The CIR is measured over - time interval Tc in bits per second. CIR is defined for each PVC.

Excess Burst Size (Be)

Maximum number of uncommitted bits, during time interval Tc, the network agrees to accept above the committed burst size Bc.  Be is defined for each PVC.

Note:  Tc is derived as  Bc / CIR = Tc
Bc allowance ((Bc)

Maximum number of bits (in a single frame), during time interval Tc, the network agrees to accept as committed bits under the condition when a PVC still has some Bc credits but will exceed its Bc limit after the acception of  these bits.

Be allowance ((Be)

Maximum number of bits (in a single frame), during time interval Tc, the network agrees to accept as allowed excess bits under the condition when a PVC still has some Be credits but will exceed its Be limit after the acception of  these bits.

Acceptable Red frame percentage (Pr)

Maximum percentage of red frame bits out of all allowed bits, during time interval Tc, that the network agree to accept (on a frame basis) from a connection under the condition that the network is not congested and graceful discard feature is enabled.




  allowed RED bits


Pr = ------------------------------------


        Bc + Be + allowed RED bits

“bad” PVC factor (Fb) and “bad” PVC threshold 
STDX detects and marks the behavior of a PVC by monitoring the amount of RED bits transmitted during time interval Tc. If the amount of RED bits transmitted exceeds a threshold determined by a factor (Fb), the PVC is marked “bad”. The threshold is called the “bad” PVC threshold and the factor is called the “bad” PVC factor. The relationship between “bad” PVC threshold and “bad” PVC factor is as follows:

                                                   Bc + Be / 2


Threshold= ---------------------
                                                    2 (32-Fb)
Discard Eligible Bit (DE)

A bit in the frame relay header used to indicate a frame is eligible for discard by a congested node.  Amber and red frames (describad below) are marked with the DE bit.

Forward Explicit Congestion Notification Bit (FECN)
Bit in the frame relay header indicating the frame has passed through a node experiencing congestion, in the direction the frame is traveling.

Backward Explicit Congestion Notification Bit (BECN)
Bit in the frame relay header indicating the frame has passed through a node experiencing congestion in the opposite direction the frame is traveling.

Data Link Connection Identifier (DLCI)

A two byte field in LAPD ( Link Access Protocol D) as specified in CCITT Q.922 that identifies one end point of a Frame Relay Permanent Virtual Circuit (PVC) address.

Permanent Virtual Circuit (PVC)

The initial service offering for Frame Relay services as identified in CCITT I.233 and ANSI T1.606

3. B-STDX Congestion Control

B-STDX Congestion Control consists of several components: Rate Enforcement, Congestion Avoidance and Congestion Recovery. Together, they're used to provide effective prevention of and recovery from congestion.

3.1 Rate Enforcement

3.1.1  Overview

Rate enforcement in the B-STDX conforms to ANSI T1.606 Addendum #1 and is based on the "leaky bucket" algorithm. Rate enforcement is implemented on a per DLCI basis on user links in ingress B-STDXs. As data is received over time interval Tc, a determination is made as to whether the frame is under the committed burst size (Bc), over the committed burst size but under the excess burst size (Be), or over the excess burst size.

Designators green, amber and red are used to identify packets as they travel through the network. The designations are logical only and aren't part of the frame-relay standard. If the number of bits received during the current time interval, including the current frame, is less than Bc, the frame is designated as a green packet. This type of frame is never discarded by the network except under extreme circumstances (i.e. node or link failure or switch develops absolute congestion as defined later).

If the number of bits received during the current  time interval, including the current frame, is greater than Bc but less than Be, the frame is designated as an  amber packet. This type of frame is forwarded, but has its DE bit set and is eligible for discard if it passes through a congested node (described below).

If the number of bits received during the current  time interval, including the current frame, is greater than Be, the frame is designated as a red packet.  If the graceful discard feature is enabled, upto Pr percent of red bits (out of all the forwarded bits during the time interval) is forwarded on frame basis and  has its DE bit set.  If the graceful discard feature is disabled, the red packet is discarded immediately.

As the green, amber and red frames travel through the network, congested nodes that must discard packets use the designations to determine which frames to discard.

3.1.2  Implementation

Cascade B-STDX implemented the rate enforcement in three methods, respectively the slide window scheme, jump window scheme and simple scheme. The three methods differ in their complexity and accuracy. Generally, a scheme with higher accuracy will also have higher complexity and consequently have severer influence on the switch performance. The comparison of the three schemes are shown in the following table. (the more the number of  “X”es, the better the measurement) The selection of a rate enforcement scheme is configurable.

algorithm
accuracy
switch performance

slide window
XXX
X

jump window
XX
XX

simple scheme
X
XXX

3.2 Congestion Avoidance  and Congestion Recovery

3.2.1 Thresholds and congestion states

As data travels through the network and is queued for transmit, the state of each transmit queue is checked for congestion. A time average queue length(TAQL) algorithm is executed each time a frame is queued for transmit and the actual queue length (Q_LEN) is also monitored. Three congestion threshoulds are pre-calculated and defined, Mild Congestion Threshould (Qm), Severe Congestion Threshould (Qs) and Absolute Congestion Threshould (Qa). Based on above information, the following congestion states are defined:

Congestion States
Main Detection Criterion
Condition

non-congestion
TAQL
TAQL < 3/4 Qm  and  Q_LEN< Qa - 1/4 (Qa - Qs)

light-mild congestion
TAQL
3/4 Qm <= TAQL < Qm  and

 Q_LEN< Qa - 1/4 (Qa - Qs)

heavy-mild congestion
TAQL
Qm <= TAQL < 1/2 (Qm+Qs) and 

Q_LEN < Qa - 1/4 (Qa-Qs)

light-severe congestion
TAQL
1/2 (Qm + Qs) <= TAQL < Qs 

Q_LEN < Qa - 1/4 (Qa - Qs)

heavy-severe congestion
TAQL
Qs <= TAQL < Qa - 1/4 (Qa - Qs)

Q_LEN < Qa - 1/4 (Qa -Qs)

lihgt-absolute congestion
Q_LEN
Qa - 1/4 (Qa - Qs) <= Q_LEN < Qa

heavy-absolute congestion
Q_LEN
Q_LEN >= Qa

A more clear picture of these congestion states is shown in the following figure.
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3.2.2 Closed Loop Congestion Control

The B-STDX implements an optional closed-loop congestion control mechanism to reduce the rate of excess data into the network during congested periods, especially for those bad-behaved connections. The reduction in excess data is always in effect to bad-behaved connection first and is done proportional to the configured Be value of a PVC. In this way bad-behaved PVCs are punished first and all PVCs are fairly reduced. This ensures the following aspects of PVC level fairness in times of congestion:

· Those customers paying for a large Be are allowed to send proportionally more excess burst data than those with a smaller Be.
· Excess traffic from bad-behaved customers gets reduced immediately

· The network guarantees data transfer for all users operating within CIR and Bc without discard due to congestion.

Purpose

When a congestion condition is encountered on a link, the B-STDX sets the FECN bit on packets traveling in the direction of the congestion and the BECN bit in all traffic in the opposite direction of the congestion. User devices are supposed to react when receiving these packets by reducing the rate at which they inject data into the network. Unfortunately, most user devices ignore the FECN and BECN bits and continue to send data at high burst rates into the congested network. Due to the lack of cooperation from user devices, the B-STDX takes proactive steps on the edge of the network to reduce the flow of excess data on PVCs routed through congested trunks. It does this by utilizing OSPF to distribute to all nodes the congestion state of all trunks in the network. With this information ingress switches can make decisions on reducing the flow of excess data into the network.

Implementation

There are two parts to the implementation. The first part is implemented in nodes containing trunks. Every N seconds, the OSPF agent residing in a switch monitors the congestion state of all its trunks. If one or more trunks become congested OSPF sends a Link State Update (LSU) to all other nodes in the network. Conversely if a trunk transitions out of a congested state and remains non-congested for Nc seconds a LSU is sent indicating the new congestion state. Upon receiving a LSU, OSPF updates its routing table with the new congestion states. N and Nc are configurable and are set 1 second and 3 seconds respectively by default.

The second part of the algorithm is implemented in nodes with user ports. As part of the rate enforcement processing, all PVCs in a switch are examined. If a PVC is found to be routed through one or more congested trunks, its flow of excess burst data allowed into the network is reduced according to its behavior history and congestion state. The amount of the reduction is based on the worst congestion state of all the trunks in the path.

3.2.3 Reaction in various congestion states

Congestion State
Ingress Node

(Be Reduction)
Congested Node

(Discard Policy)
Congested Node

(FECN/BECN)

Non-congestion
transmit all green, amber and upto Pr% of red (if applicable) frames
transmit all green, amber and red (if applicable) frames
none

Light Mild-congestion
discard “bad” red frames, reduce Be of  “bad” PVCs by Pm%
discard “bad” red frames


mark FECN and BECN bits for “bad” PVCs

Heavy Mild-congestion
discard all red, reduce Be of all PVCs by Pm%
discard all red frames


mark FECN and BECN bits for “bad” PVCs

Light Severe-congestion
discard all red, reduce Be of “bad” PVC’s by Ps% and  reduce Be of other PVCs by Pm%
discard “bad” amber and all red frames


mark FECN and BECN bits for all PVCs

Heavy Severe-congestion
discard all red, reduce Be of all PVC’s by Ps%
discard all amber and red frames


mark FECN and BECN bits for all PVCs

Light Absolute-congestion
discard all red, reduce Be of all “bad” PVCs by 100% and other PVCs by Ps%
discard all amber, red and “bad” green frames


mark FECN and BECN bits for all PVCs

Heavy Absolute-congestion
discard all red, reduce Be of all PVCs by 100%
discard all amber , red and green  frames


mark FECN and BECN bits for all PVCs

3.3 Configurable Parameters

In order to give user more flexibility, the following parameters are designed configurable from Network Management System (NMS):

Parameter
Meaning
Default
Configuration basis

Rate_Scheme
Rate enforcement method (slide, jump, simple)
Simple Scheme
PVC

(Bc
Bc allowance (0 - 65,535 bits)
65,535 bits
PVC

(Be
Be allowance (0 - 65,535 bits)
65,535 bits
PVC

Graceful discard
Graceful discard feature (on/off)
on
PVC

Pr
Allowed RED frame bits percentage
100
PVC

N
Congestion state check interval
1 second
Logical port

Nc
Congestion state clear delay
3 second
Logical port

Fb
“Bad” PVC factor (0 - 32 )
30
Logical port

Pm
Be deduction percentage level I
50
Logical port

Ps
Be deduction percentage level II
75
Logical port

Qm
Mild congestion threshold
X
Logical port

Qs
Severe congestion threshold
X
Logical port

Qa
Absolute congestion threshold
X
Logical port

Close loop control
Close loop congestion control switch (on/off)
off
Logical port

Note:   X --- different for different cards

            If close loop congestion control is OFF,  congested switches will react to congestion individually

            in the same way as described in 3.2.3. Ingress switches will have no reaction.

3.4 Default Values for Congestion Thresholds

3.4.1 Low Speed I/O Modules 

3.4.1.1 4 Port Chan T1 / T1_PRI


Queue Thresholds

Congestion
1 DS0 / Channel
2 DS0s / Channel
> 2 DS0s / Channel

Level
56 Byte

Buffers
Bytes
56 Byte

Buffers
Bytes
56 Byte

Buffers
Bytes

Mild
175
9800
225
12600
225
12600

Severe
200
11200
294
16464
294
16464

Absolute
225
12600
450
25200
588
32928

The default values assigned to thresholds is dependent on the number of DS0s the user assigns to each channel (and hence each Lport).  Assuming that each DS0 in the 4 port Chan T1 is assigned to one channel, the maximum number of 64 byte buffers (that will store at the maximum 56 bytes of data)  that can be assigned to a Lport is 225.  This ensures we do not run out of FMEM.     

3.4.1.2 4 Port Chan E1 / E1_PR1


Queue Thresholds

Congestion
1 DS0 / Channel
2 DS0s / Channel
3 DS0s / Channel
> 3 DS0s / Channel

Level
56 Byte

Buffers
Bytes
56 Byte

Buffers
Bytes
56 Byte

Buffers
Bytes
56 Byte

Buffers
Bytes

Mild
150
8400
225
12600
225
12600
225
12600

Sever
165
9240
294
16464
294
16464
294
16464

Absolute
174
9744
340
19040
520
29120
588
32928

The default values assigned to thresholds is dependent on the number of DS0s the user assigns to each channel ( and hence each Lport ).  Assuming that each DS0 in the 4 port Chan E1 is assigned to one channel, the maximum number of 64 byte buffers ( that will store 56 bytes of data)  that can be assigned to a Lport is 174.  This ensures we do not run out of FMEM.

3.4.1.3 UIO, DSX, UT1_4, UE1_4, etc.

Congestion
Queue Thresholds

Level
56 Byte Buffers
Bytes

Mild
225
12600

Severe
294
16464

Absolute
588
32928

High Speed I/O Modules 

3.4.1.4 ATM, HSSI

Congestion
Queue Thresholds

Level
56 Byte Buffers
Bytes

Mild
4268
239008

Severe
8535
477960

Absolute
17070
955920

3.5 Maximum Threshold Values

Based on the card type, a threshold value cannot exceed a maximum value.  This ensures that we do not run out of FMEM (memory for data buffers).  Since Mild < Severe < Absolute, it suffices to say that the Absolute Congestion Threshold values cannot be greater than the maximum value allowed.  The maximum value allowed for the number of buffers (and number of bytes) that can be queued for transmit is given in the table below.

Card
Maximum value allowed per Queueing Port


56 Byte buffers
Bytes

8 Port UIO
5450
305200

10 Port DSX
4668
261408

4 Port Chan T1/T1_PRI
225 *
12600 *

4   Port Chan E1/E1_PRI
174 *
9744 *

4   Port UnChan T1
5408
302848

4   Port UnChan E1
5408
302848

2   Port HSSI
23632
1323392

1   Port ATM UNI
60799
3404744

* For Chan T1/T1_PRI and Chan E1/E1_PRI if n DS0’s are assigned per channel then the maximum value allowed for the number of buffers that can be queued is n*225 and n*174, respectively.




Material contained in this document is property of Cascade Communications Corporation.  Reproduction of this document is prohibited without prior written approval of an authorized representative of Cascade Communications Corporation.


