Cascade B-STDX Packet Flow


 BSTDX의 데이터 플로어 입니다
B-STDX Packet Flow

A permanent virtual circuit (PVC) is configured by a network administrator linking a Data Link Connection Identifier (DLCI) established at one location in the network to a second DLCI established at another location in the network. The B-STDXs’ OSPF-based dynamic routing protocol determines the best path through the network and a virtual channel is established.  A virtual channel number, including a priority level (1-4), is then assigned.  The B-STDX establishes a configuration table of the DLCI-to-port number & slot number.  This information is stored in non-volatile RAM, known as PRAM.  Once a PVC is established packets can begin flowing over the B-STDX network.

The B-STDX uses an output buffering architecture.  Due to the speed of the processing on the I/O Processor (IOP) and the bandwidth of the bus, only temporary buffers long enough to hold a single bus transfer unit, or BTU, of 64 bytes are required during receipt of a frame from a Frame Relay DTE.   Frame relay packets are received at an IOP in 56 byte increments.  An 8 byte header is added to the incoming data forming a fixed length 64 byte BTU.  As shown in Figure 1, padding is used to fill the last BTU of the frame to maintain constant 64 byte BTUs through the B-STDX. BTUs are then switched over the B-STDX bus to the destination IOP based on the VC number and slot number listed in the configuration table.  The 1.2 Gbps B-STDX bus is capable of supporting approximately 2.3 million BTU transfers per second or about 0.8 million 128-byte packets of frame relay data per second. 
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Table 1 shows the header format for the 4 byte (32 bit) BTU header.  An additional 4 bytes of header is added and reserved for future use.  As you will note in table 1, bits 7 and 8 are used for Frame Relay prioritization allowing up to 4 priority levels to be assigned to the frame relay connection (e.g. priority 1 is always used for management information). The priority level is established at connection set up time.  Bits 9 through 21 (13 bits) are used for VC assignment allowing the IOP architecturally to support up to 8,192 DLCIs (connections from DTEs to the local IOP).  Up to 1,024 DLCIs (the ANSI Frame Relay standard maximum) are supported per port.  You will also note that bits 22 and 23 are used to indicate ATM Cells and SMDS frames, respectively, changing the use of bits 7 through 21 when the switch is used for ATM or SMDS traffic.

     Table 1 - BTU Header

Bits

Meaning

0

SOM - start of message

1

EOM - end of message

2

CTL - control (non-user data)

3 - 6

Sequence Number

7 - 8

FR: priority
SMDS: in link type

9 - 21

FR: VC ID
SMDS: in link index

22

ATM Cell Indicator

23

SMDS

24 - 29

Data length

30

FR: start of QuickPath Segment

31

FR: BECN bit

BTUs are chained together in the outgoing IOP until a full frame is received from the DTE.  The destination IOP contains a common buffer pool of 4 MB for V.35, DSX-1, T1, and E1 IOPs (known as “low speed” IOPs) and 16 MB for DS3, HSSI, and OC-3 IOPs (“high speed” IOPs).  Therefore, a low speed IOP, such as the 4-port Channelized T1 IOP is capable of buffering approximately 32,000 128-byte packets or approximately 5 seconds worth of data and a high speed  IOP, such as the 2-port HSSI module, is capable of buffering approximately 128,000 128-byte packets or approximately 1.5 seconds worth of data.  

Within the IOP buffer pool, traffic is put into one of four queues based on the priority assigned.  The BTU header is then removed and a Trunk header and Frame header is added. Under normal operation, all frame relay frames transferred over trunk connections contain both Trunk and Frame headers.  When the B-STDX’s QuickPath feature is engaged (in order to minimize latency through the network), the Frame header is used only during the first segment of a frame relay frame.  Following segments only require the Trunk Header. A more detailed discussion of the B-STDX QuickPath feature is included in a separate document.

Tables 2 and 3 shows the header format for the Trunk and Frame Headers.  The VC ID is 15 bits long, architecturally supporting up to 32,766 virtual channels over a single trunk.  However, due to the need to support multiple trunks from a single IOP and the need to allow for consolidation of VCs during redundancy operation, fewer are recommended.  Currently up to 1,000 simultaneous VCs have been tested for all low speed IOPs and 2,000 for high speed IOPs.  These numbers will be increased as demand arises.  

The SOM, EOM, and sequence ID fields are only important during QuickPath operation.  You will note the existence of red, amber and green (when red and amber fields are set to 0) fields in the Frame header.  These are an expansion of the single bit Discard Eligibility (DE) field present in the frame relay header received from the Frame Relay DTE at the entrance to the network.  In addition to the FECN and BECN fields, these fields are important parts of Cascade’s robust congestion management mechanism.

     Table 2 - Trunk Header

Bits

Meaning

0

CTL - Control message (non-user data)

1

SOM - Start of message

2

EOM - End of message

3 - 6

4-bit sequence ID

7 - 8

2-bit priority

9 - 23

VC ID

     Table 3 - Frame Header

Bits

Meaning

0

CTL - Control message (non-user data)

1

C/R - C/R bit from user’s DLCI

2

ODE - Red frame

3

DE - Amber frame

4

BECN

5

FECN

Upon removing the BTU header and adding the Trunk and Frame Headers, the IOP then services the queues in order of priority transmitting frames out the correct I/O port as defined in the configuration table for the virtual channel.  A white paper entitled “STDX Congestion Control” discusses in detail how the STDX and B-STDX family of products handles congestion in a frame relay network.  

Once the frame reaches the destination B-STDX over the trunk connection, the packet segmentation process is repeated and a BTU header is appended (see Figure 1 above). The BTU(s) are then switched over the B-STDX bus until reaching the destination IOP where they are stored in a common buffer pool.  The BTU header, Trunk header and Frame headers are then removed, the Frame Relay header is added, and the Frame Relay frame is relayed to the destination Frame Relay DTE out the appropriate port and DLCI.
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