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Expanding Your Network Globally



Key Elements of a Consistent Global IP Service

! IP Infrastructure
• Substantial Bandwidth and Capacity
• Global Architecture Consistency 
• Facilities based approach 

! Global Reach
• Globally deployed - Breadth of Country Coverage
• Access PoP Program - In-Country Depth of Coverage 
• Strong partnerships/working relationships with local access providers 

and/or PTTs

! Backbone Performance Measures and Reports
• Common Measures and Reporting within AND between different 

geographies
• Global Service Level Guarantees (SLGs)

! Peering & Connectivity
• Substantial Private and Public Peering – Globally

! Quality of Service
• End-to-End, Globally supported (On Net) QoS
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47 Internet Exchanges
544 Unique Peers

AT&T Global Internet Backbone



! Unified - a single architecture delivering 
all Network services

! Global - 800+ Points of Presence (POPs) 
covering 60 countries

! Backbone - for wholesale as well as retail 
services: a carrier’s carrier

Global Reach: A Unified Global IP Backbone



US Backbone Performance



http://www.att.com/globalnetwork/support 

Global Reports



I Atlanta

Washington, DC
Chicago New York

Dallas

Los Angeles

San 
Francisco

27 Links
6187 Meg Private
Peering

15 Links
6198 Meg
Private 
Peering

15 Links
2132 Meg
Private 
Peering

Notes:
1) In addition to direct connections shown here,
AT&T also exchanges traffic with Tier 1 ISPs at public exchanges;
2)AT&T exchanges traffic with over 40 IP backbones
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31.2 Gig
Total Pvt Peering BW
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Why are these numbers important?
Because across the AT&T peering points the capacity 
exists for over 2.61 Petabits of information exchange every day 
(that’s the texts of 16+ Library of Congress every day!)    

Gigabit= 1 Billion bits Gigabit= 1 Billion bits 

Petabit= 1000 Terabits (1,099,511,627,776,000 “bit rate”)Petabit= 1000 Terabits (1,099,511,627,776,000 “bit rate”)

How Much Peering Is This?

Terabit= 1 Trillion bitsTerabit= 1 Trillion bits



Application or CPE
marks packets for QoS
Type of Service Byte

MPLS Enabled Backbone maps Type of Service /DiffServ markings toMPLS Enabled Backbone maps Type of Service /DiffServ markings to MPLS LabelMPLS Label
MPLS DiffServ Aware Label Switch Path incorporates QoS requiremeMPLS DiffServ Aware Label Switch Path incorporates QoS requirements nts 

And applies QoS mechanisms to deliver EndAnd applies QoS mechanisms to deliver End--toto--End QoSEnd QoS

MPLS
Enabled
Network

PCCPCC TXR TXR TXR TXR TXR FRP FRP SDP VCD VDP PICLLDPLLDP

T H E  F A S T P A C K E T  C O M P A N Y ™
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T H E  F A S T P A C K E T  C O M P A N Y ™

High:
VOIP?

Mission 
Critical 

and 
Standard:

Data?

I

Best Effort:
Internet?

Provider Edge classifies
traffic at ingress

Queuing essential to
assure end to end 

performance

Provider Edge prioritize 
Traffic at Egress

Target: End-to-End QoS Enabled IP-MPLS Network



! Global IP backbone 
! Range of dedicated and dial-up access options
! 800+ Points of Presence (POPs) covering more than 

90% of the world’s leading markets 
! Built on a proven, secure and robust network 

infrastructure
! Ownership in 300,000+ miles of undersea cables
! Continuing to deliver world class quality for mission 

critical applications
! $5 billion investment in IP network expansion over 

next 3 years

AT&T’s Commitment to IP


