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There are well-defined relationships
between chip power consumption, pack-
age thermal characteristics, ambient and
junction temperature, and device perfor-
mance.

In many cases, the user has no control
over the maximum ambient temperature,
but can choose the device and package,
and then strive for an acceptable power
consumption.
In other cases,
chip, package,
power con-
sumption and
ambient tem-
perature are
given, and the
resulting
achievable
performance
level must be
calculated. If performance cannot be sacri-
ficed, thermal management techniques (e.g,
airflow and heat sinks) can be used to
lower the thermal resistance.

ΘJ-A is expressed in degrees C of junc-
tion temperature rise over the ambient
temperature for every Watt dissipated in the
device. ΘJ-A is primarily a function of the
package and the airflow, with die size a
secondary factor. (Larger die have a lower
ΘJ-A value). See Table 1.

When the junction is hotter than 85°C,
where Xilinx tests and guarantees perfor-

mance param-
eters, delays
increase 0.35%
for every addi-
tional degree C.
At 125°C, the
maximum al-
lowed junction
temperature in a
plastic package,
delays are 14%
longer, and

speed is thus 12% lower than the guaran-
teed values in the data book and the soft-
ware. In ceramic packages, the maximum
allowed junction temperature is 150°C.◆

Figure 4: Address Counter-Normalized Benchmark Results

stressed, performance didn’t just degrade,
the devices completely failed to route.
Vendor L devices used several layers of
logic in the initial design, with corre-
spondingly low fMAX. This enabled the
fitter to reroute the design using alternate
routing paths, with less performance
degradation (20%) than designs initially
requiring only one logic level.

when macrocell feedbacks and other
high fan-out signals are involved.

The benchmark results shown in
Figure 4 demonstrate the superiority of
the XC9500 CPLD architecture. All
XC9500 devices were able to accommo-
date the design changes without any
impact on design performance. When
Vendor A’s routing resources were

Conclusions
The benchmark results confirm the superior pin-locking performance of the

Xilinx XC9500 family. This performance is consistent across all devices and pack-
age types. The wide function block fan-in enables pin-locking of wide, high-speed
logic functions. Furthermore, because feedthroughs are not needed for routing,
there is no performance degradation due to routing congestion. This timing consis-
tency is as important as routing ability for maintaining pin-locked designs.

The XC9500 CPLD devices feature the industry’s best pin-locking capability,
eliminating the need for PCB modifications due to design changes. This feature not
only shortens design cycles and decreases design costs but also facilitates the use
of in-system programmability to upgrade or modify systems in the field.◆

Power, Package &  Performance
Trading Off
Among the

Three Ps

The governing equation is

TJ = TA + P ××××× ΘΘΘΘΘJ-A

where T
J
 = junction temperature

T
A
 = ambient temperature

ΘJ-A (Theta J-A) = Thermal resistance
of the package-die combination

P = power dissipation

Typical thermal resistance for various packages
with and without airflow

250 FT/MIN 500 FT/MIN 750 FT/MIN
PACKAGE STILL AIR (1.3 M/S)  (2.5 M/S)  (3.8 M/S)

HQ304 11 7 6 5 °C/W
HQ240 12 9 7 6 °C/W
HQ208 14 10 8 7 °C/W
MQ240 17 12 11 10 °C/W
MQ208 18 14 13 12 °C/W
PQ240 23 17 15 14 °C/W
PQ208 32 23 21 19 °C/W
PQ160 32 24 21 20 °C/W
PQ100 33 29 28 27 °C/W
PC84 33 25 21 17 °C/W
TQ100 31 26 24 23 °C/W
VQ100 38 32 30 29 °C/W



The benchmark results in Figure 2
demonstrate that both the Xilinx XC9500
family and the Vendor A devices were able
to accommodate the design changes with-
out any impact on design performance.
Vendor L devices maintained the same
pinout, but with a significant (up to 60%)
performance penalty. Since the Vendor L
devices have 16 input logic blocks, the
performance degradation of the 16-bit
address decoder can be attributed to poor
routing resources while the performance of
the 32 and 36-bit decodes is degraded by
both poor routing and narrow logic block
fan-in.

Datapath Benchmark
This benchmark design measures the

affect of routing resources on the CPLD’s
pin-locking capability. This design contains
a single 16-, 32- or 36-bit wide data bus.
A typical design change involves the reor-
dering of data bits.

The benchmark results shown in
Figure 3 show that both the Xilinx XC9500
family and Vendor A devices were able to
accommodate the design changes without
any impact on design performance.
Vendor L devices sacrificed performance
(up to 80%) to reroute the design when
pinlocked. Since only one logic block
input was required for each output, this
performance degradation can be attributed
to poor routing resources, or fitter perfor-
mance, or both, but cannot be attributed
to logic block fan-in.

Address Counter Benchmark
This benchmark design contains two

16-, 24- or 32-bit loadable address counters
loaded from separate buses but with com-
mon clock and hold signals. A typical
design change alters the initial count load
value. This benchmark measures the effect
of routing resources and function block
fan-in on the CPLDs pin-locking capability
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Figure 2: Address Decoder-Normalized Benchmark Results

Figure 3: Data Path-Normalized Benchmark Results

XC9500 Benchmarks
Continued from the previous page Figure 1:

Maximum acceptable power consump-
tion as a function of ambient tempera-
ture and package thermal resistance,
assuming full performance (i.e. 85° C
junction temperature).

Figure 2:
Maximum acceptable power
consumption as a function of ambi-
ent temperature and package thermal
resistance, at reduced performance
(14% longer delay, 12% lower speed
at 125° C junction temperature).


